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AI For Social 
Good ● Data are biased.

● AI is not plug-and-play.
● AI cannot solve everything.



Data Are Biased.



Remember George Floyd.

Source Internet Archive: 
https://web.archive.org/web/20200526121443/https://www.insidempd.com/2020/05/26/man-dies-after-medica
l-incident-during-police-interaction/



Remember George Floyd.

Source Internet Archive: 
https://web.archive.org/web/20200526121443/https://www.insidempd.com/2020/05/26/man-dies-after-medica
l-incident-during-police-interaction/



Remember George Floyd.

Source Internet Archive: 
https://web.archive.org/web/20200526121443/https://www.insidempd.com/2020/05/26/man-dies-after-medica
l-incident-during-police-interaction/



Remember George Floyd.

Source Internet Archive: 
https://web.archive.org/web/20200526121443/https://www.insidempd.com/2020/05/26/man-dies-after-medica
l-incident-during-police-interaction/



AI Is Not Plug-And-Play



No Free Lunch
AI Systems embody assumptions and value judgements.

What are the assumptions here?

Public Safety Assessment: Risk Factors and Formula. Laura and John Arnold Foundation.
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AI Redistributes Power



AI Redistributes Power

How does Alexa choose which sellers to 
buy from?



AIs (Don't) Change the System

In 2011, the state of Kentucky passed a law that 
mandated judges consider risk assessments 
(read AIs) in their pretrial decision-making 
which set presumptive default decisions but did 
not override judge discretion.

Source: Assessing Risk Assessment in Action, 2018. Megan Stevenson.



AI Cannot Solve Everything



Human vs AI

Mean Accuracy of Human Beings:

Mean Accuracy of COMPASS:
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Human vs AI

Mean Accuracy of Human Beings: 62.1%

Mean Accuracy of COMPASS: 65.2%



(Not) Predicting Life Outcomes

How predictable are life outcomes? In a recent study, more 
than 100 teams of top machine learning researchers applied 
their art to predicting the life outcomes of children using high 
quality longitudinal data collected by sociologists.



(Not) Predicting Life Outcomes

Source: Measuring the predictability of life outcomes with a scientific mass collaboration. Salganik et al.



Imagine that we lived in a utopia.

Would everything be predictable?

Consider one ideal for social mobility: the socioeconomic 
status of the family a person is born into should not determine 
their adult socioeconomic status.

This is fundamentally an unpredictability condition.

Can Good Prediction be Bad?



Intro to Fair 
Machine 
Learning ● Motivation

● Fairness Formalized



Motivation



Discrimination in ML Systems

Source: Google apologizes for Photos app's racist blunder, BBC, 2015.
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Discrimination in ML Systems

Source: Google apologizes for Photos app's racist blunder, BBC, 2015.

Source: The Gender Shades Project, gendershades.org.

Source: ACLU.

Source: The Verge.

Source: NPR.



More Than Biased Data

Source: Machine Bias, Julia Angwin, Jeff Larson, Surya Mattu, and Lauren Kirchner, ProPublica, 2016.
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More Than Biased Data

● Equally Calibrated! But...
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● False Positive Rate for White Defendants: 23%
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More Than Biased Data

● Equally Calibrated! But...
● False Positive Rate for White Defendants: 23%
● False Positive Rate for Black Defendants: 45%.

Source: Machine Bias, Julia Angwin, Jeff Larson, Surya Mattu, and Lauren Kirchner, ProPublica, 2016.



More Than Biased Data

● Calibration: 50% of the people assigned a risk 
score of 50% actually recidivate.

● Equal False Positives: The fraction of 
non-recidivists predicted to be high risk is the 
same in both groups.

● Equal False Negatives: The fraction of 
recidivists predicted to be low risk is the same 
in both groups.

Source: Machine Bias, Julia Angwin, Jeff Larson, Surya Mattu, and Lauren Kirchner, ProPublica, 2016.
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Formalizing Fairness



Putting Fair in ML

● Asking algorithms to be fair requires precise definitions 
of what we mean by fair.

● Many possible definitions! You have seen three.
● Two dominant classes of definitions: Group fairness and 

individual fairness.
● Open Question: Is there a universal definition?
● Can fairness be formalized?



Demographic Parity

Prominent notion of group fairness. We'll see this again!

Intuition: A machine-learning predictor should assign the 
"same" outcomes to each group.

A binary classifier C, for a set of groups G, is said to satisfy 
demographic parity if for every two groups g, g' from G it holds 
that: Pr[C(x) = 1 | a = g] = Pr[C(x') = 1 | a = g'].

Formal Setup:
Individuals are represented 
by triples (x, y, a): A feature 
vector x, a target variable y, 
and a group membership 
variable a.

A binary classifier C.

A set of groups G.



Formal Setup:
Individuals are represented 
by 2-tuples (x, y): A feature 
vector x, and a target 
variable y.

A randomized binary 
classifier C.

A task-specific similarity 
metric d: d(x, x') is how 
similar individual x is to x'.

A distance metric D over 
probability distributions.

Individual Fairness

Intuition: "Similar" individuals should be treated "similarly."

A randomized binary classifier C is said to satisfy individual 
fairness if for every pair of individuals x, x' it holds that:

D(C(x), C(x')) <= d(x,x').



How to Theory
(or How I Theory)



Background and Motivation



The engine of machine learning is mathematical optimization.

Requiring that a machine-learning predictor satisfy a suitably 
chosen notion of fairness constrains the underlying 
machine-learning task, which in general imposes a cost to the 
optimization objective.

This should not necessarily be understood as reflecting a cost 
in reality.

Cost of Fairness



Solution concept in group fairness.

A data publisher has a dataset of individuals D = {(xi, yi, zi)}. and 
wishes to release data to a data consumer for machine 
learning. The publisher wants to make sure that the data 
consumer will be fair in the sense of satisfying demographic 
parity.

What can the publisher do?

Fair Representations: Problem

Formal Setup:
Individuals are represented 
by triples (x, y, z): A feature 
vector x, a target variable y, 
and a group membership 
variable z.

A binary classifier C.

A set of groups G.



Formal Setup:
Individuals are represented 
by triples (x, y, z): A feature 
vector x, a target variable y, 
and a group membership 
variable a.

Fair-representation space Z.

Transformation r that maps 
feature vectors in X to points 
in Z.

Fair Representations: Solution

An adversarial data consumer will exploit demographic 
information in the data to discriminate: Release a transformed 
dataset D' that removes the demographic information!

Z is said to be a fair representation under transformation r if for 
every point z in Z, and group g in G, it holds that:

Pr[a = g | z] = Pr[a = g]

We call this condition demographic secrecy.



Observations

Demographic secrecy seems like a pretty strong property.

Data sale, resale, and reuse is important. Companies collect, 
buy and sell tons of data every day.

Is there something here?



The Weeds of Theoretical 
Research



Ruining the Punchline

● We discovered a whole new cost of demographic secrecy 
that is distinct from and in addition to the cost of fairness.

● The cost of demographic secrecy only occurs when data 
are reused.



Goal

See if there is a there, there. And if there is, find out if there is 
anything interesting about it.



The Method of the Madness

Build a model for the phenomenon you are studying.

Analyze the model for interesting consequences.



Modeling Fair Representations

There is a large literature on fair representations which 
focuses on learning the transformation.

How do you build a model that applies to the entire literature?

At least two moves: 1) Generalize and abstract. 2) Focus on 
commonalities.

Formal Setup:
Individuals are represented 
by triples (x, y, z): A feature 
vector x, a target variable y, 
and a group membership 
variable a.

Fair-representation space Z.

Transformation r that maps 
feature vectors in X to points 
in Z.



Focus on the Commonalities

Fair Representations Formal Setup:
Individuals are represented by triples 
(x, y, a): A feature vector x, a target 
variable y, and a group membership 
variable a.

Fair-representation space Z.

Transformation r that maps feature 
vectors in X to points in Z.

Project Formal Setup:
Each individual is represented by an 
element v of a finite set V, has group ɣ
(v), given by group membership 
function ɣ, class f(v) given by a binary 
class-membership function f.

A representation is a partition Z of V.

A transformation r is a function that 
maps individuals in V to parts in a 
partition Z.



Model Example

V
Z1 Z2



I'm Not Crazy! Check Consistency

What is demographic secrecy in our model: Does it make 
sense? One piece of notation, for any set of individuals S, 
denote by Sg the set of all individuals in S belonging to group g.

A representation (i.e. partition) Z satisfies demographic parity if 
for every z in Z, and every group g in G it holds that:

|zg| / |z| = |Vg| / |V|



First Result: No Reuse, No Cost.

Think about the classifier C that achieves the maximum 
accuracy possible on predicting f while also satisfying 
demographic parity.

Eureka: C partitions V!

In theory, ignoring all other concerns, a data publisher can find 
a demographically secret representation that has a cost equal 
to the cost of fairness.



Second Result: Reuse is Costly
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Questions for Me?
And!

A Question for you :)
What is the greater responsibility?

Contact: roland@cs.columbia.edu


